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Abstract: Forecast of wind power is an estimation of the output production required of one or more wind 
turbines. Because of the variations and the probabilistic characteristics of the wind energy, forecasting it 
accurately becomes essential for designing reliable, economic operation and power control strategies. Changes 
in the nature and characteristics of the wind are probabilistic and a variety of machine learning model based 
on statistical parameters are used to characterize the randomness in the wind power production. The 
drawbacks of different approaches include their computational complexity and their inability to adapt to time-
series processes. This paper describes Recurrent Neural Network (RNN) Long-Short Term Memory (LSTM) 
for time series prediction of wind power. LSTM units based RNN models have the ability to learn from the 
important past observations and decide whether this learned information is useful for future prediction. The 
experimental study showed better performance of the LSTM model compared with other traditional models. 
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1. Introduction 
 

Three rotating blades are usual for wind turbines, which can be connected to a generator directly or via a 
gearbox. The generator is housed inside the rotation shaft, and the rotor blades revolve around a horizontal 
hub attached to it. Other electrical parts and a rotating mechanism are also a part of the nacelle system, which 
turns the turbine to point towards the wind. The tower head is rotated to align with the wind direction while 
the sensor is utilised to track the wind direction [1]. When the wind speed varies, the generator's output is 
automatically adjusted. The tower-mounted wind generators (WEG) range in height from 25 to 80 metres, 
while the diameter of the propeller blades ranges from 30 metres (m) to roughly 90 m. The wind turbines' 
energy output is adequately conditioned to power the nearby grid. WEG units can now operate at wind speeds 
of 2.5 m/s (metres per second) to 25 m/s and have capacities ranging from 225 kW to 2 MW. 
 
 
 
 
 
 

 
Figure 1:Wind energy [2]. 

 

The layers of a cyclic neural network are constructed using the units (or blocks) of long-term memory 
(LSTM) (RNN)[3]. An LSTM network is a common name for an RNN made out of LSTM units. A cell, an 
input port, an output port, and a forget gate make up a standard LSTM unit. Since cells are expected to 
"remember" information at any time, the word "memory" is used in the LSTM. In a multilayer (or forward) 
neural network, each of the three gates functions as a "regular" artificial neuron; that is, they compute the 
activations (using functional activations) of a weighted sum [4]. The "door" designation refers to the visual 
representation of them as value-current regulators moving through the connections of the LSTM. These 
ports are linked to the cell through connections. The phrase "short-term, long-term" alludes to the short-
term memory model LSTM's ability to endure over extended periods of time. Given time delays of 
undetermined magnitude and length between important occurrences, LSTM is ideally suited for categorising, 
analysing, and forecasting time series [5]. To address the issue of bursting and disappearing gradients when 
training conventional RNNs, LSTMs were created [10]. In many cases, LSTM outperforms alternative RNNs, 
hidden Markov models, and other sequence learning techniques due to their relative insensitivity to gap length 
[7].  

Open loop prediction predicts the following time step in a series using just input data, whereas closed 
loop prediction predicts the following time step in a sequence using output data. You get actual values from 
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your data source and utilise them as input for making predictions for the upcoming time steps [6]. Using the 
information gathered from time steps 1 through t 1, for instance, one may forecast the value of the sequence's 
time step t. Let's wait till you have recorded the actual value for the time step t and use that as input to 
generate the forecast for the time step t + 1. Before generating the next prediction, feed the network with 
real values using open-loop prediction [8].  

With the use of prior predictions as input, closed-loop prediction forecasts the following time steps in a 
series. In this instance, the model can generate predictions without real-world data. Using only the data 
gathered at time steps 1 to t-1, for instance, one may forecast the value of the time steps from t to t + k in a 
series [9]. Use the expected value for time step i-1 as input when making a prediction for time step i. Use 
closed-loop prediction when you need to make several future predictions at once or when you don't have any 
actual data to feed the network before generating the subsequent forecast [11]. 
 

 
Figure 2: LSTM Block[14]. 

 
 

2. Implementing the wind energy data using neural networks 
 

The deep learning model uses LSTM (Long Short-Term Memory), or a modified cyclic neural network, 
to estimate the power produced by wind turbines in wind power facilities.  
 
2.1. Dataset preparation 

 
NREL provided the historical wind energy data needed for this investigation. In this experiment, six years' 

worth of wind power production data were employed. Following pre-processing, the data includes timestamp, 
air temperature (C), pressure (atm), wind direction (degrees), wind speed (m/s), and power produced by the 
system (kW) in addition to other parameters [13]. 
 

Table 1: Date/Time 
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A mean and median approach is required to characterise the data collected to forecast power production. 
1492.17 kWh are generated on average theoretically, and the average wind direction is 123.68 degrees. The 
data's maximum power output is 3600 kWh. This information can be used to execute an operation to pass 
into the model. The forecast needs to go through pre-processing. Data were first scaled using a common 
scale. The scale receives all data values and converts them to 0s and 1s. The model can function correctly if 
the data are converted to 0 and 1. 
 

Table 2: LV ActivePower 

 
 

Take time series analysis in its purest form. Predict the system's power output in the Prediction section 
without taking future time into account. This is significant because predicting the weather in the future is a 
prediction issue on its own, requiring machine learning to solve problems with unknown future wind speed, 
temperature, or pressure. LSTM is used to forecast the strength simply by examining the pattern in historical 
data. The LSTM specifies that the date, time, and system-generated power must all be provided as monitored 
data for this model. The LSTM will examine historical data in an effort to learn relevant information about 
historical data trends. And it will make a prediction based on this information. Future values are forecasted, 
and outcomes are evaluated via direct validation. 
 
2.2. Building the Model 
 

Using a sequential model, a cyclic neural network is constructed. The LSTM layer is added with counted 
neurons for the sequential model, followed by the dense layer, which is added with a single neuron passing 
after the LSTM layer, and the data is divided into test and training sets. training and experience. The mean 
squared error is referred to as passing ship data in the model with epochs and loss functions. In essence, a 
loss function measures how well your predictive model is able to forecast the anticipated result (or value), 
turn a learning problem into an optimization problem, specify a loss function, and then optimise the 
algorithm. Adam is the optimization function employed. The Adam optimizer combines the following two 
methods of gradient descent: Momentum: By examining the "exponentially weighted average" of the slopes, 
this approach is utilised to accelerate the gradient descent procedure. The algorithm reaches the minimum 
more quickly when the mean is used. 
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3. Results and discussions 
 

By feeding the test data into the model validation accuracy and the observed loss, the metrics generated 
in these findings are the precision and loss per epoch. During the validation of the test data, the data must 
be forward for predictions. and execute one-step prediction by supplying the class to the one-step prediction 
function that was previously created. Predicted values should be used in place of experimental scale values. 
The output is the projected value and the result is presented along with the time and forecast after scaling 
and discriminating the values. 
 

 
 

It is possible to visualise windmills by utilising the wind flower library. Meteorologists use the graphical 
tool Windrose to give a quick overview of the broad distribution of wind speed and direction at a certain 
area. It may also be used to describe the things that pollute the air. The backend of the rose compass tool is 
Matplotlib. Pandas data frames or Numpy arrays can be used to transmit data into the packet. 
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A Python module called Windrose is used to manage wind data, draw wind roses (also known as polar 
rose graphs), and fit Weibull probability density functions. This library's first application was for a technical 
report on wind exposure and dispersion study. 
 
 
 

 
Figure 3: Wind speed vs wind angle. 

 

The data must be plotted in order to be visualised, and in this case, the data is plotted against theoretical 
power. From this graph, various points may be noticed where power grows first, then declines and increases, 
varying unevenly. These values rely on additional variables when a neural network prediction- system is 
constructed. 
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Figure 4: Date vs theoretical power graph. 

 

Due to the created model's accuracy of 92.5 percent, testing may be done on it. After training, the model 
is put to the test by processing test pictures, and the obtained results are compared to those anticipated. Loss 
and accuracy graphs for the test and training parts of the model are obtained during model training. The 
model may be used to anticipate wind energy time series if the losses are reducing.  
 
 

 
Figure 5: Accuracy 
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Figure 6:Loss 

 

For the provided data, the output power and anticipated power graphs are presented. The average absolute 
error achieved is 0.4614, which is quite low, indicating that this model can predict well but may not be 100% 
correct in some forecast cases. 
 

 

 
 
 

 
Figure 7: True vs prediction graph 

 
 

4. Conclusion 



Journal of Green Energy and Transition to Sustainability Volume 1 Issue 1 (https://www.jgets.org/) 33 

 

 
Predictions are simplified by employing machine learning techniques, and models continue to advance. 

By utilising the capabilities of the biological genetic algorithm framework, this controls the optimization of 
the window size and neuron count of the LSTM layers. The prediction error from the LSTM findings is 
0.07271, which is very near to zero. However, LSTM provides comparable measurement accuracy to artificial 
neural network findings developed via genetic programming. Because LSTM uses fewer algorithms and has 
less computational complexity, the error is different and occasionally even somewhat lower, but this is 
acceptable. In order to enhance the optimization of LSTM parameters, which can be used to several different 
time series issues for prediction, this novel concept combines the strengths of LSTM for improved prediction. 
With simple access to high-speed computer capabilities, further parameter optimization may be carried out 
for a wide range of potential combinations for greater output and optimization. 
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